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No dia 20 de janeiro, foi publicado o Parecer Conjunto 1/2026 do Comité Europeu para
a Protecdo de Dados (EDPB) e da Autoridade Europeia para a Protecdo de Dados (EDPS)
sobre a proposta de Regulamento “Digital Omnibus on Al” da Comissao Europeia, que
visa simplificar aimplementacao do Regulamento da Inteligéncia Artificial (Regulamento
(UE) 2024/1689). A Proposta procura darresposta a determinados desafios
de implementacdo do Regulamento da IA, mediante medidas de simplificacdo
direcionadas.

Embora o EDPB e a EDPS apoiem o objetivo geral de enfrentar os desafios de
implementacdo e reduzir encargos administrativos, alertam que que a prossecucdo
deste objetivo ndo devera resultar numa diminuicao do nivel de prote¢ao dos direitos
fundamentais, em particular o direito fundamental a prote¢ao de dados pessoais.

Neste quadro, as entidades sublinham os seguintes temas criticos:

1. Calendario de Implementacao

Nos termos do atual art. 113.2 do Regulamento da IA, as disposicOes relativas aos
sistemas de IA de risco elevado do Anexo Ill comecam a aplicar-se a partir de 2 de agosto
de 2026, e as relativas aos sistemas de risco elevado do Anexo | a partir de 2 de agosto
de 2027.

A Proposta prevé que as regras sobre sistemas de IA de risco elevado passem a aplicar-
se 6 ou 12 meses apods a decisdao da Comissao que confirme a disponibilidade de medidas
adequadas de apoio a conformidade com o Capitulo Ill, mas o mais tardar em 2 de
dezembro de 2027 para os sistemas de risco elevado do Anexo Ill e em 2 de agosto de
2028 para os sistemas de risco elevado do Anexo |. A Comissdo justifica o adiamento
proposto com desafios de implementacdo, como atrasos na designacdo de autoridades
nacionais competentes e organismos de avaliacdo da conformidade, bem como a falta
de normas harmonizadas, orientagdes e ferramentas de conformidade. A Proposta
alarga igualmente o ambito temporal da cldusula de salvaguarda (grandfathering clause)
doart. 111.2, n.2 2, do Regulamento da IA, nos termos da qual os sistemas de IA de risco
elevado ja colocados no mercado da UE ficariam em grande medida excluidos do ambito
de aplicacdo do Regulamento, salvo se forem objeto de alteragdes significativas no seu
design, alterando a data-limite de 2 de agosto de 2026 para 2 de dezembro de 2027.

Quanto aos prestadores de sistemas de IA, incluindo de finalidade geral, que geram
conteuldos sintéticos e tenham sido colocados no mercado antes de 2 de agosto de 2026,
a Proposta mantém que devem tomar as medidas necessarias para cumprir o disposto
no artigo 50.2, n.2 2, até 2 de fevereiro de 2027.
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O EDPB e a EDPS reconhecem os fundamentos apresentados para o adiamento,
manifestando, porém, preocupacdo quanto ao potencial impacto na protecdo dos
direitos fundamentais face a rapida evolugdo e transformacgao da tecnologia. Ademais,
alertam que a introducdao de um prazo variavel podera prejudicar a seguranga juridica.
Recomenda-se, por isso, a reponderacdao da medida, alinhada com ag¢des concertadas
das entidades para minimizar o atraso tanto quanto possivel.

2. Tratamento de categorias especiais de dados para dete¢do e correcio de
enviesamento

A Proposta da Comissdo introduzir um novo art. 4.2-A, com o objetivo de alargar o
ambito material e subjetivo da excecdo a proibicdo do tratamento de categorias
especiais de dados (atualmente prevista no art. 10.2 do Regulamento da IA). Em
particular, os prestadores e responsaveis pela implantacdo de sistemas e modelos de IA
que ndo sejam de risco elevado passariam a beneficiar do fundamento juridico para o
tratamento de categorias especiais de dados, na medida do necessério para a detecao
e correcdo de enviesamentos, desde que sujeitos a garantias adequadas.

O EDPB e a EDPS apoiam, em principio, a extensdo proposta, recordando, porém, que o
tratamento de categorias especiais de dados pessoais é, em principio, proibido pelo
direito da Unido em matéria de protecdo de dados, pelo que as excecdes a esta proibicdo
devem ser estritamente delimitadas. Para evitar potenciais abusos, os casos em que
prestadores e responsaveis pela implantacdao possam invocar este fundamento juridico
no contexto de sistemas e modelos de IA que ndao sejam de risco elevado devem ser
claramente circunscritos e limitados as situacdes em que o risco de efeitos adversos
causados por enviesamento seja suficientemente grave.

O EDPB e a EDPS recomendam, por isso, uma reformulacdo da proposta no sentido de,
por um lado, repor o critério do “estritamente necessario” e, por outro, esclarecer a
extensdo do escopo da excecdo num considerando da Proposta. Neste ambito, propde-
se uma revisao integral do art. 4.9, reforcando a seguranca juridica no que respeita a
aplicacdo dos arts. 6.2 € 9.2 do RGPD.

3. Registo e documentagao

A Comissdo propde eliminar a obrigacdo de registo para os prestadores de sistemas de
IA que, apesar de estarem abrangidos pelas categorias de risco elevado constantes do
Anexo lll do Regulamento, ndo representam um risco significativo de danos para a
saude, seguranca ou direitos fundamentais das pessoas singulares.
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Em sentido distinto, as entidades propugnam pela manutencdo da obrigacao de registo
dos sistemas de IA na base de dados da UE para sistemas de risco elevado, mesmo nos
casos em que o prestador tenha concluido que o sistema ndo é de risco elevado, nos
termos do artigo 6.2, n.2 3, do Regulamento da IA. A recomendacgado é sustentada nos
objetivos da obrigacdo de registo, que pretende assegurar a transparéncia e
rastreabilidade destes sistemas perante o publico e as autoridades competentes.

O EDPB e a EDPS expressam igualmente preocupac¢ao quanto a abordagem de simplificar
as obrigacdes relativas a seguranca dos sistemas de |IA com base na dimens3do da
empresa, designadamente no numero de trabalhadores, considerando as caracteristicas
de escalabilidade e autonomia da IA.

4. Ambientes de testagem (regulatory sandboxes)

Do Parecer resulta o acolhimento favoravel da introdugao de ambientes de testagem
regulamentar ao nivel da UE para apoiar a inovacdao e as PME em todo o EEE. As
recomendacdes focam-se, por isso, na necessidade de garantir maior seguranca juridica.
Em especial, devera clarificar-se a intervenc¢do das autoridades nacionais de protecao
de dados no que respeita aos ambientes de testagem da regulamentac¢do na Unido, a
semelhanca do que sucede com os ambientes de testagem nacionais.

5. Supervisao pelo Servigo Europeu de IA

A Proposta prevé que o Servico de IA seja exclusivamente competente para a supervisao
e aplicacdao das regras a sistemas de IA baseados num modelo de IA de finalidade geral,
guando o modelo e o sistema sejam desenvolvidos pelo mesmo prestador, bem como a
sistemas de IA que constituam ou estejam integrados em plataformas em linha de muito
grande dimens3ao ou motores de pesquisa em linha de muito grande dimensao.

O EDPB e a EDPS alertam que esta disposicao pode ndo ser suficiente para garantir a
capacidade de acd das autoridades nacionais competentes caso o Servico de IA ndo o
tenha feito ou ndo pretenda fazé-lo, dada a exclusividade da competéncia atribuida ao
Servico de IA. Assim, e para além da necessidade de delimitar de forma clara os tipos de
modelos de IA que acionam a competéncia exclusiva, é recomendada a cooperacdo
estreita entre o Servico de IA e as autoridades nacionais de protecdo de dados.

6. Cooperagao com Autoridades de Direitos Fundamentais

A cooperagdao proposta entre as autoridades de fiscalizacdo do mercado e as
autoridades de direitos fundamentais, designadamente através do intercambio de
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informagdes, é acolhida pelo EDPB/EDPS. As recomendac¢6es do Parecer dirigem-se, por
isso, a otimizacdo da coordenacao, compreendendo, por exemplo, a clarificacdo de que
o papel das autoridades de fiscalizagdo do mercado deve ser estritamente o de um
ponto de contacto administrativo para a execugdao e transmissao de pedidos de
informagcdo ou documenta¢do a prestadores e responsaveis pela implantagdo, nao
devendo apreciar a necessidade ou proporcionalidade do pedido; salvaguarda da
independéncia e dos poderes existentes das autoridades de protecdao de dados;
clarificacdo da articulacdo entre a nova obrigacao de cooperacao e assisténcia mitua e
a assisténcia mutua transfronteirica para a fiscalizagdo do mercado e a conformidade
dos produtos; ou, ainda, especificacdo de que as autoridades de fiscalizagdo do mercado
devem fornecer as informacdes solicitadas pelas autoridades de direitos fundamentais
sem demora injustificada, tanto a nivel nacional como em casos transfronteiricos.

7. Literaciaem IA

A Comissao propde eliminar a obrigacdo geral de assegurar a literacia em IA para os
prestadores e responsaveis pela implantacdo de sistemas de IA, substituindo-a por uma
obrigacdo da Comissdo Europeia e dos Estados-Membros de incentivar os operadores a
adotar as medidas necessarias.

O EDPB/EDPS entendem que a literacia em IA exerce uma fun¢do determinante no
conhecimento dos desafios éticos e sociais, riscos e beneficios associados a IA. Neste
sentido, relegar esta obrigacdo para a Comissdo e os Estados-Membros poderd
prejudicar este objetivo geral.
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Thinking about tomorrow? Let’s talk today.

Anténio Andrade — Sécio
antonio.andrade@abreuadvogados.com

Manuel Duraes Rocha — Sécio
manuel.d.rocha@abreuadvogados.com

Ricardo Henriques — Sécio
ricardo.henrigues@abreuadvogados.com

abreuadvogados.com



